Data Curation at NISR

Concept note: How it should be done

Introduction:

The word curation comes from the Latin word curare, meaning - to take care. Stretching the traditional
meaning and juxtaposing it with data life-cycle, ‘data curation’ as a process means, at least four things. It
means to identify data (required to be curated). It means to preserve data. It means to provide context
to data. And it means to make data easily discoverable and accessible. But it's more than that. Before
the arrival of the internet, data curation was mostly confined to the limits of physical location and
analog medium. But now, with the internet, both the medium and distribution has changed. Hence, data
curation is also, to ensure ‘user interactions’ - with the online outlet channels - an extraordinary
experience.

Graduate School of Library and Information Science, University of lllinois, defines data curation as the
active and ongoing management of data through its lifecycle of interest and usefulness to scholarship,
science, and education. Data curation enables data discovery and retrieval, maintains data quality, adds
value, and provides for re-use over time through activities including authentication, archiving,
management, preservation, and representation’. In general, data curation is a term used to indicate
management activities required to maintain research data long-term such that it is available for reuse
and preservation’.

Generic Statistical Business Process Model:

From the perspective of NISR, data curation as a process, applies to many ‘types’ of data flowing
through set paths within the organization finally reaching up to the end-users. The Generic Statistical
Business Process Model (GSBPM)? (Fig. 1.) provides a practical framework also to clearly identify and
model the process (of data curation) in NISR.

Offering a common language, the sub-processes under each phase (Specify needs, Design, Build, Collect,
Process, Analyze, Disseminate and Evaluate) offers the hooks, against which, data curation could take
shape for all data types as they progress in the work flow in a given setting.

! http://www.lis.illinois.edu/academics/degrees/specializations/data_curation
2 http://en.wikipedia.org/wiki/Data_curation
® http://www1.unece.org/stat/platform/display/metis/The+Generic+Statistical+Business+Process+Model
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Fig. 1: Generic Statistical Business Process Model
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Considerations:
End-to-end

Specially because of metadata (data about: data or statistics being produced or even the process under
taken to obtain the data/statistics), data curation as a process, covers the entire stack of GSBPM,
starting from ‘Specify Needs’ to ‘Evaluate’ stage. From the time, an act of data capture is ideated (driven
by perceived needs), generation of metadata begins and hence ‘curation’ too should begin along with it.

This however brings up the issue of, ‘after the act’ vs. ‘continuous’ curation data/information.
Continuous

Traditionally, the practice has been to document surveys only after the survey is completed and results
(in terms of publications and aggregated data) are out. However, data curation must be a continuous
process not ‘after the act’. As the statistical workflow progresses, data curation as a process, should also
progress. This would necessitate that a proper version control is maintained, such that distinguishing
between a series of ‘drafts’ which lead to a final version, which in turn may be subject to further
amendments, becomes clear and easy.



Version control

Version control is the management of multiple revisions to the same items, enabling to tell one version
from another. It involves a process of naming and distinguishing between a series of ‘drafts’ providing an
audit trail for the revision and update of draft and final versions.

All types of data

Traditionally in NISR, the focus of data curation has been on the survey microdata. But going beyond just
the microdata, data curation as a process, must include all types of data produced at the NSO. The data
types may include metadata, microdata, aggregated data, geo-spatial data (map data) and publications
(PDF and print). The process of curation must apply to all, for their easy discovery, retrieval and re-use.

Job division/Organizational structure

Though the process of data curation is spread across entire organization crisscrossing various
departments and sections, the responsibility to curate must lie with a dedicated team. Depending on the
type of data to be curated, however, the team may further sub-divide the responsibilities. The processes
applicable are illustrated below (Fig. 2).

Fig. 2: Processes and data types
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Processes

The Statistical Methods, Research and Publication Unit at NISR is a natural place for data curation
activities. ‘Dissemination’ as an activity is part of the data curation process. Data curation must also



include the One Stop Center and the Information and Communications Technology Unit in the data
curation activities.

Data types and tools

Because of variety of data types (including the fact that much of it is digital in nature), the tools required
to support the curation process varies. Usually, the tools for managing various data types do make a
consideration such that appropriate metadata retain their links with data. In this context, metadata as a
data type is a special case, as it traverses across all other data types.

Microdata

The process illustrated below (Fig. 3) by Ms. Lynn Woolfrey, Manager, DataFirst, University of Cape
Town, highlights the steps of data curation in case of data type as microdata.
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Fig. 3: Woolfrey, L. 2014. Model of Data Curation by Official Data Producers

For microdata, preservation software NESSTAR Publisher (or Microdata management toolkit) could be

used. Discovery and dissemination is advised to be managed with National Data Archive (NADA)

software.

Aggregated data (including compilations)

The case of Devinfo as a tool of data curation

Devinfo is used at NISR to keep processed and aggregated statistical data for dissemination. Data in it
therefore, can go in, only after the availability of aggregated data values (against corresponding
indicators). At NISR, availability of aggregated data is essentially marked by the publication of printed
reports containing data in the tables (see the example below of the report front cover from DHS 2010).
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A strategy may be articulated for institutionalizing the process, from the steps currently being
followed to keep the database updated.

This is what happens outside Devinfo

1. Identification of the new indicator (depends on the requirements of the ‘audience’) to be added
in the Devinfo database

Selection of the source publication

Identification of the relevant table in the selected publication

Photocopying and printing of the table

Choosing the required ‘disaggregation’ from the selected table (as highlighted in the table below
from DHS 2010) (or whole table may be selected)

YR e N



Percentage HIV-positive among women and men age 15-24 who were tested for HIV, by district, Rwanda
2010

Women Men
Percentage Percentage Percentage
HIV HIV HIV
District positive’ Number positive' Number positive' Number
Nyarugenge 4.8 108 0.7 66 32 174
Gasabo 48 149 2.3 128 36 276
Kicukiro 1.8 116 0.0 94 1.0 209
Nyanza 1.3 74 0.0 70 0.7 144
Gisagara 14 79 0.0 82 0.7 161
Nyaruguru 1.0 70 0.0 76 0.5 146
Huye 15 83 2.7 78 2.1 160
Nyamagabe 1.9 99 0.0 81 1.1 180
Ruhango 1.2 83 0.0 76 086 159
Muhanga 30 64 0.7 53 20 117
Kamonyi 1.1 71 0.0 55 0.6 126
Karongi 14 75 0.0 83 0.6 159
Rutsiro 0.0 103 14 95 0.7 198
Rubavu 27 117 0.0 123 1.3 240
Nyabihu 0.0 93 0.0 69 0.0 162
Ngororero 2.0 110 0.0 65 1.3 175
Rusizi 1.2 104 0.0 124 0.5 229
Nyamasheke 0.0 139 0.0 84 0.0 223
Rulindo 0.7 102 0.0 77 04 179
Gakenke 0.0 102 0.0 85 0.0 187
Musanze 20 113 0.0 98 1.1 212
Burera 286 79 0.0 66 1.4 146
Gicumbi 0.0 92 1.1 114 0.6 207
Rwamagana 3.2 98 1.0 83 22 181
Nyagatare 25 85 0.0 115 ¥ £, 200
Gatsibo 0.0 125 0.0 120 0.0 245
Kayonza 0.8 87 0.0 73 0.5 159
Kirehe 0.9 97 0.0 90 0.5 187
Ngoma 1.3 90 0.0 91 0.6 181
Bugesera 0.0 98 0.0 94 0.0 192

In Devinfo Desktop Admin Application

6. Exporting the blank data-entry template (based of the desired disaggregation) in MS Excel
format (This happens after adding the new indicator with its subgroups and associating it with
time, area and source in the DevInfo database)

Outside Devinfo

7. Data is entered manually in the exported MS Excel sheet by typing-in

8. Print-out of the filled-in MS Excel sheet is taken

9. The filled-in printed MS Excel sheet is checked (against the printed tables from the publication)
and cleared by the ‘approver’ (other than the person who typed-in the data) for further use (see
the example below, filled-in printed MS Excel sheet resulted from the table above and data



entered).







2010 AFRRVYAQ05004 Kayonza 0.0 Ma&é NISR_2010 Demographic and Heaith Survey 2012

2010 AFRRWAQDS004  Kayonzs 05 Tosl NISR_2010 Demograghic and Health Survey_ 20t
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In Devinfo Desktop Admin Application
10. The filled-in and approved MS Excel sheet is imported in Devinfo Desktop (Admin) application
Outside DevInfo Desktop Admin Application (but in Devinfo online deployment)

11. The updated ‘mdb’ file (the Devinfo database in MS Access) is uploaded online after conversion
to MSSQL database

Outside Devinfo
12. ‘The photocopied (and printed) tables from the publication’ and ‘checked & approved printed
MS Excel sheet’ are stapled together and filed.
Geo-spatial data

The data type relating to the location of geographical features and the relationships between those
features are called geo or geo-spatial data. Such data are important not only for contemporary



purposes, but are also essential for long-term analyses. Active data management is therefore required
to curate, preserve, and provide access to reliable geo-spatial data over time.

This type of data is complex and varies widely in terms of format, size, portability, quality, accuracy and
value. The GIS team therefore must implement sound creation practices to ensure that their data are re-
usable and sustainable over time, and clearly identify any processing the data have undergone. Effective
records management practices should also be implemented to ensure that valuable geospatial data are
appraised and selected for long-term curation.

The criteria used to appraise geo-spatial data should reflect both institutional requirements and the
potential re-use value of the records for the wider community. SMRP unit can establish such criteria
according to institutional priorities and financing availability, and facilitate management of the data for
long-term curation. Collaboration between creators (GIS unit) and curators (SMRP unit) will enable
sufficient metadata to be preserved with complex data resources so that they can be managed and
reliably re-used with authenticity and integrity intact. Due to the often proprietary nature of geospatial
data, IT staff should also maintain a technology watch to ensure that data formats do not become
obsolete and the data remains accessible.

Publications (digital and print)

This is strictly not a data type but a content type. But even this requires curation. However, this should
be treated as per more traditional practice of curation like those followed in traditional libraries.
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